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Abstract
Malay Language and Indonesian Language are two closely related languages, sharing a lot in common in the meanings of words and grammar. Classifying the two languages automatically using a tool is a challenge because the two languages are very similar. The classification method that is widely used today is the Naive Bayesian method. This method needs to be implemented in a particular way to increase the level of classification accuracy. In this study, a new method was used, by using a training set in the form of words and phrases instead of just using a training set in the form of words only. With this method, the level of classification accuracy of the two languages is increased.
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1 Introduction

Indonesian is the official language of the Republic of Indonesia in Southeast Asia. Indonesia is an archipelago located on the equator with a population of 267 million people. Malay is the official language of the Malaysian Federation which is also in Southeast Asia. Malaysia is located adjacent to Indonesia and has a population of around 27 million people. The speakers of these two languages add up to nearly 300 million people [14].

Indonesian and Malay are languages that have similarities between them, but differ at the same time. The two languages are generally understandable, but have differences in vocabulary, pronunciation, grammar, and spelling. Moreover, the same word in the two languages sometimes has different meanings.

The Malay Language is part of the Austronesian language family. The Malay language is spoken in several countries in Southeast Asia such as Malaysia, Indonesia, Singapore, and Brunei. Malay Language as the official language, is called the National Language. In Singapore and Brunei, the language is called Bahasa Melayu, while in Malaysia it is called Bahasa Malaysia. In Indonesia, the language is called the Indonesian Language. The Indonesian Language is the lingua franca (Permersatu) or a unifying language (Language of Unity) in the Republic of Indonesia.

Recognition of the Malay language is different in Malaysia and Indonesia. Malay is the national language in Malaysia, while in Indonesia it is only a regional language for several residents in the western part of the island of Kalimantan and the east coast of the island of Sumatra.

In Indonesia, the Malay Language is at the same level as other regional languages, such as Javanese, Sundanese, Balinese, Batak, Madurese, Bugis, Minangkabau, Betawi, Acehnese, and other regional languages [6].

Classification is processed by looking at the similarities of the features that exist in each language. A good classification must meet non-arbitrator, exhaustive and unique requirements. Non-arbitrator means that the classification criteria must only have one criterion, then the results will be exhaustive. The classification results must also be unique, which means that if a language has been classified into one group, it cannot be included in another group. If the classification falls into two or more groups, it means that the classification results are not unique. Typological classification is carried out based on the similarity of types found in several languages. This type is a certain element that can occur repeatedly in a language. This typology classification can be done at all language levels. Sociolinguistic classification is carried out based on the relationship between language and the factors prevailing in society, to be precise based on the function, assessment, and status that society gives to that language.

This classification is based on four characteristics or criteria. The first criterion is historicity concerning the history of language development or the history of the use of that language. The second criterion is standardization concerning its status as standard or non-standard language or its status in formal or informal usage. The third criterion is vitality regarding whether the language has speakers who use it in their daily activities actively or not. The fourth criterion is homogeneity concerning whether the lexicons and grammar of the language are derived.
2 Related Work

Naive Bayesian has been widely used in the classification of various things since decades ago. Various modifications to the classification method have been carried out to improve the accuracy of the classification.

In 2009, Chen Jing-Nian, Huang Hou-Kuan, Tian Sheng-Feng, and Qu You-li conducted a study on text classification. To improve the accuracy of the classification results, feature selection is carried out. In this study, two feature evaluations were applied to text classification. The first feature evaluation is the Multi-Class Odd Ratio which is called MOR. The second feature evaluation is the Class Discrimination Measure called CDM. The use of these two feature evaluations improves the classification results in text documents [2].

In 2010, Toon Calders and Sisco Verwer made modifications to the Naive Bayesian method for classification. The modification used is to use three naive bayesian to perform discrimination-free classification [1]. The first approach of the Naive Bayesian modification used is the modification of the probability of the classification result to be positive. The second approach of the Naive Bayesian modification used is to train each model for each attribute value that is considered important. The third approach of the Naive Bayesian modification used is to consider a latent variable that is free from bias and perform Bayesian modeling which results in maximizing the classification results (see Figure 1). The formula for joint distribution via class $X$, sensitive $Y$, and all attributes $Z_1,\ldots,Z_n$ is:

$$P(X,Y,Z_1,\ldots,Z_n) = P(Y)P(X|Y)P(Z_1|X)\cdots P(Z_n|X) \quad (1)$$

In 2012 Wan Chin-Heng, Lee Lam-Hong, Rajkumar Rajprasad, and Isa Dino conducted a study for text classification by integrating SVM (Support Vector Machine) and KNN (K-Nearest Neighbor) [13]. The two approaches are integrated into SVM-NN (Support Vector Machine Nearest Neighbor) (see Figure 2). The results of the text document classification are calculated based on the closest average distance of support vectors and data point testing. In the experiments conducted in this study, the results obtained increased accuracy by adding training sets and testing sets.

In 2016, Jiang Liang-Xiao, Wang Sha-Sha, Li Chao-Qun, and Zhang Lung-An conducted a study on the multinomial naïve Bayes [4]. Modifications are made by extending the structure on multinomial naïve Bayes. This modification is called SEMNB (Structure Extended Multinomial Naive Bayes). SEMNB which has a simple but effective algorithm (see Figure 3) has succeeded in increasing classification accuracy compared to MNB. This study resulted in a significant increase in the results of text data sets.

In 2017, Krzysztof Krawiec conducted a study to search for drivers using genetic programming [5]. In this study, multiple tests were carried out to find suitable drivers, and according to the desired classification. In this study, there is a search for object clustering using Bayesian Information Criterion to increase the success rate in finding suitable programs. In the same year, Ivars Namatevs and Ludmila Aleksejeva conducted a study on donor-recipient matching. In that study, a decision algorithm was made using the greedy algorithm. Also, BBN (Bayesian Belief Network) is used to determine the right results [7].

In 2018, Pavel Skrabanek and Sule Yildirim Yayilgan conducted a study on performance dependency classification [10]. The method used is WECIA (Weighting Coefficients Impact Assessment) graph. In the same year, Radek Hrebik and Jaromir Kukal conducted a study on the classification of Context Out [3]. The method used in this study is a hidden class system. The result of this study is to get the best sensitivity in the output classes.

In 2019, Eslam Amer and Ivan Zelinka conducted a study on classification to detect malware [15]. In this study, the minimum feature set method was used. The experiments on these studies yielded significant results. The accuracy of this study produces accuracy that competes with other methods (XGB, Extra Tree Classifier, LDA, Ada Boost, Random Forest, Decision Tree, MLP, SVM, and K-Nearest Neighbor). In the same year, Mucuhi Mustafa Saritas and Ali Yasar conducted a study to classify data [9]. This study used the Naive Bayes algorithm and ANN (Artificial Neural Network). This method is successful in classifying medical data.

The process of classifying a problem can be done using the methods discussed in this section, but can also use tools such as using the software. For example Matlab has a toolbox that helps the classification process using the Classification Learner app.

3 Method

3.1 Semantics

The meaning in a word needs to be analyzed, using the study of morphemes [16] (free morphemes [12] and bound morphemes) [11]. Therefore, there are theories related to the problems in this study, namely morphe theory, homonym theory, connotation theory, and the theory of language derivation or branching [8]. The differences between the two languages are spelling, writing, punctuation, pronunciation, and vocabulary.

- **Spelling and writing**: The impact of British colonization in Malaysia and the Netherlands in
Indonesia greatly influenced language. Today, the representations of the speech sounds in the two languages are remarkably identical, but some minor spelling differences apply for historical reasons.

- **Punctuation**: Malay language and Indonesian language differ in the use of punctuation marks, including the decimal sign. Standard Malay language, influenced by English, uses a decimal point. In the Indonesian language, the decimal point is used which is influenced by the Dutch system.

- **Pronunciation**: The pronunciation of the two languages is sometimes different. But because this study did not involve pronunciation, this difference was ignored in this study.

- **Vocabulary**: There is a marked difference in the vocabulary of the two languages in loan words. The English word “Christmas” in Indonesia uses the word “Christmas”, but in the Malay language, the word “Krismas” is derived from English. The English word “College” in Malay uses the word “Kolej” while in Indonesian it is “Sekolah Tinggi”.

Table 1 shows an example of the differences in words in Malay and Indonesian.

Phrases are one of the terms in linguistic studies. Phrases are linguistic units that are larger than words and smaller than clauses and sentences. The meaning of the phrase is not different from the meaning of the word which is the head/essence of the phrase. Phrases have no new meaning. The meaning in a phrase will not be far from the meaning of the word that forms it, but the meaning of a phrase can differentiate between Malay Language and Indonesian Language (Table 2).

### 3.2 Naïve Bayesian

There are five stages in the implementation of Bayesian in document classification. These stages are as follows:

- Identification of prerequisites for training the Naive Bayes classifier
- Document Matrix calculation for each class
- Frequency calculation
- Use of Naive Bayes rules
- Calculation of possible document class

In the Naive Bayesian rule it is necessary to have a set of examples that exist for each category (class) in which part of the text is classified. In this research, there is an intention to classify a document. The document is classified as a document in Malay Language or the document is in the Indonesian Language. There are two requirements used in this study, namely a set of words in Malay and Indonesian. Also, a collection of phrases in Malay Language and Indonesian Language (see Figure 4). In this study, the size of the training
set (the number of documents known to be in Malay or Indonesian) was made variable to see the level of accuracy.

The document matrix consists of a list of the frequency with which words or phrases appear in the training document. The document matrix is a tenuous rectangular matrix consisting of n words/phrases and m documents as in Table 3.

![Training Process](Image)

Figure 4: Training Process.

After the matrix document is calculated for each class, the next step is to calculate the frequency and occurrence of each word/phrase as in Table 3.

The formula for naive bayesian used is as follows:

\[ P(A|B) = P(B|A)P(A)/P(B) \]  

(2)

In simple terms \( P(A) \) is "prior" and \( P(B) \) is "evidence". \( P(A) \) and \( P(B) \) show the possible predictions of A and B independently of each other. Meanwhile, \( P(A|B) \) is "posterior" and \( P(B|A) \) is "likelihood". \( P(A|B) \) and \( P(B|A) \) are the conditional probabilities between A and B. In this study, the formulas of Naive Bayesian are as follows:

\[ P(\text{Malay}|x) = P(x|\text{Malay})P(\text{Malay})/P(x) \]  

(3)

\[ P(\text{Indonesian}|x) = P(x|\text{Indonesian})P(\text{Indonesian})/P(x) \]  

(4)

where \( x \) are words and phrases:

\[ x = [w_1, w_2, \ldots, w_n] \text{ and } [p_1, p_2, \ldots, p_m] \]

The assumption "Naive" in the Naive Bayes classifier is that the probability of a word or phrase is independent of one another. The result is that "likelihood" is the product of the probability that each word or phrase is present in a collection of Malay or Indonesian documents. The formulas are as follows:

\[ P(\text{Malay}|w_1, \ldots, w_n) \propto P(\text{Malay}) \prod_{i=1}^{n} P(w_i|\text{Malay}) = P(\text{Malay})P(w_1|\text{Malay}) \cdots P(w_n|\text{Malay}) \]  

(5)

\[ P(\text{Malay}|p_1, \ldots, p_m) \propto P(\text{Malay}) \prod_{i=1}^{m} P(p_i|\text{Malay}) = P(\text{Malay})P(p_1|\text{Malay}) \cdots P(p_m|\text{Malay}) \]  

(6)

\[ P(\text{Indonesian}|p_1, \ldots, p_m) \propto P(\text{Indonesian}) \prod_{i=1}^{m} P(p_i|\text{Indonesian}) = P(\text{Indonesian})P(w_1|\text{Indonesian}) \cdots P(w_n|\text{Indonesian}) \]  

(7)

\[ P(\text{Indonesian}|p_1, \ldots, p_m) \propto P(\text{Indonesian}) \prod_{i=1}^{m} P(p_i|\text{Indonesian}) = P(\text{Indonesian})P(p_1|\text{Indonesian}) \cdots P(p_m|\text{Indonesian}) \]  

(8)

In this study, two types of Bayesian naive experiments were carried out. The first experiment was to use a data set of words only (see Figure 5). The second experiment using a data set of words and phrases (see Figure 6).
Table 2: Different in phrases for both languages

<table>
<thead>
<tr>
<th>English Language</th>
<th>Malay Language</th>
<th>Indonesia Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head office</td>
<td>Ibu Pejabat</td>
<td>Kantor Pusat</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>Kedai Ubat</td>
<td>Toko Obat</td>
</tr>
<tr>
<td>Restaurant</td>
<td>Kedai Makan</td>
<td>Rumah Makan</td>
</tr>
<tr>
<td>Sightseeing</td>
<td>Pusing-Pusing</td>
<td>Jalan-Jalan</td>
</tr>
<tr>
<td>Air Force</td>
<td>Tentera Udara</td>
<td>Angkatan Udara</td>
</tr>
<tr>
<td>Apartment</td>
<td>Rumah Pangsa</td>
<td>Rumah Susun</td>
</tr>
<tr>
<td>Pacific Ocean</td>
<td>Lautan Teduh</td>
<td>Samudera Pasifik</td>
</tr>
<tr>
<td>Tap Water</td>
<td>Air Paip</td>
<td>Air Keran</td>
</tr>
<tr>
<td>Toilet</td>
<td>Bilik air</td>
<td>Kamar Kecil</td>
</tr>
<tr>
<td>United Nations</td>
<td>Pertubuhan Bangsa-Bangsa Bersatu</td>
<td>Perserikatan Bangsa-Bangsa</td>
</tr>
</tbody>
</table>

Table 3: Example Document matrix for each classification

<table>
<thead>
<tr>
<th>Word</th>
<th>Training 1</th>
<th>Training 2</th>
<th>Training m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buku</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>University</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Tas</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Komputer</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitor</td>
<td>2</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 4: Example frequency and occurrence calculation

<table>
<thead>
<tr>
<th>Word</th>
<th>Frequency</th>
<th>Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buku</td>
<td>3</td>
<td>0.75</td>
</tr>
<tr>
<td>University</td>
<td>2</td>
<td>0.50</td>
</tr>
<tr>
<td>Tas</td>
<td>2</td>
<td>0.50</td>
</tr>
<tr>
<td>Komputer</td>
<td>3</td>
<td>0.75</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitor</td>
<td>4</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 5: The level of accuracy in experiment 1 (Words data set)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
<td></td>
<td>55%</td>
<td>57%</td>
<td>54%</td>
<td>55%</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td></td>
<td>60%</td>
<td>61%</td>
<td>59%</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td>67%</td>
<td>66%</td>
<td>67%</td>
<td>67%</td>
</tr>
</tbody>
</table>

4 Results

The experiments conducted in this study looked at the comparison of the classification accuracy results using the word-data set only or with the addition of the phrase-data set as well. Also, experiments were carried out by varying the number of training documents to see their effect on the level of accuracy of document classification. In experiment 1, the experiment was carried out using Naive Bayesian processing using a data set of words. The accuracy testing was carried out using a different number of training document sets. In Table 5, it can be seen that by using 30 training document sets, the average accuracy result is 55%. By increasing the number of training sets to 40 and 50, the accuracy result is also increased to 60% and 67%. In experiment 2, the experiment was carried out using Naive Bayesian processing using a data set of words and phrases. The accuracy in experiment 2 resulted in a higher level of accuracy compared to experiment 1. In the number of training set 30 documents, an accuracy of 67% was obtained. When the number of training set documents is increased to 40 and 50, the accuracy results increase to 74% and 78% (see Table 6).
Table 6: The level of accuracy in experiment 2 (Words and phrases data set)

<table>
<thead>
<tr>
<th>Training Set Document</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>67%</td>
<td>69%</td>
<td>65%</td>
<td>67%</td>
</tr>
<tr>
<td>40</td>
<td>75%</td>
<td>74%</td>
<td>73%</td>
<td>74%</td>
</tr>
<tr>
<td>50</td>
<td>78%</td>
<td>78%</td>
<td>79%</td>
<td>78%</td>
</tr>
</tbody>
</table>

From the two experiments, it was found that the accuracy of the document classification results would be greater if the combined words and phrases data set were combined as shown in Figure 7.

5 Conclusion

In the study of document classification in Malay Language and Indonesian Language, several conclusions were obtained. With the increase in the number of training set documents, the level of accuracy will increase. To increase the level of accuracy, you can use a combined data set in the form of words and phrases for each language. But the difference between the level of accuracy in experiment 1 and two will decrease with increasing the number of training sets. The level of accuracy of these two languages is not too high because the two languages are very similar so that for future work, other methods can be searched to improve the accuracy.
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