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Abstract
This paper is a brief guide aimed at evaluating the time complexity of metaheuristic algorithms both mathematically and empirically. Starting with the mathematical foundational principles of time complexity analysis, key notations and fundamental concepts necessary for computing the time efficiency of a metaheuristic are introduced. The paper then applies these principles on three well-known metaheuristics, i.e. differential evolution, harmony search and the firefly algorithm. A procedure for the empirical analysis of metaheuristics’ time efficiency is then presented. The procedure is then used to empirically analyze the computational cost of the three aforementioned metaheuristics. The pros and cons of the two approaches, i.e. mathematical and empirical analysis, are discussed.
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1 Introduction

Metaheuristics are general problem-solving techniques used to find good solutions for complex optimization problems where classical, calculus-based algorithms might be impractical or infeasible [2, 3, 13]. One example of the optimization problems solved by metaheuristic algorithms is the following:

\[
\min_{x \in \mathbb{R}^D, L_j \leq x_j \leq U_j, \forall j \in \{1, \ldots, D\}} f(x), \quad (1)
\]

where \( f(x) \) is the objective function to be minimized, \( x \) is a candidate solution in \( \mathbb{R}^D \), and \( L_j \) and \( U_j \) are the lower and upper bounds, respectively, for the \( j \)th component of \( x \). The objective is to find \( x \) that minimizes \( f(x) \) while satisfying the boundary constraints.

Metaheuristics have the following advantages:

1. They can be applied to a wide range of optimization problems.
2. They often find reasonable solutions within an acceptable amount of time.
3. They can be used to solve multimodal problems.
4. They are often easy to implement.
5. They do not require optimization problems to be convex and do not make use of derivatives.

Notwithstanding their advantages, they have some major drawbacks too:

1. They do not guarantee finding an optimal solution.
2. Their parameters need fine tuning to the specific problem at hand.
3. Sometimes they take a long time to converge to a good solution.

There are many metaheuristic algorithms for solving optimization problems in the literature. One way to compare them is by the quality of their solutions to the optimization problem at hand. Another way is by comparing their efficiency. The latter is the main focus of this paper. The computational cost of metaheuristics can be compared before implementing them, i.e. as algorithms, or after implementing them, i.e. as program code. In the case of after implementing the algorithms, researchers need first to implement their algorithm in a programming language (typically Matlab or Python), then run it and study its running time. In the former case where the computational cost is estimated before implementing the algorithm, researchers study instead what lead to the programs, i.e. their algorithms. Thus, the computational cost of a metaheuristic algorithm could be analyzed before even implementing it. Hence, the purpose of analyzing algorithms is not to exactly determine how many seconds (or computer cycles) an algorithm will take. This is not a good measure of the efficiency of an algorithm since running it on a faster computer will not make it, as an algorithm, “better” [8]. The process for obtaining estimates of the time and space required to execute an algorithm is called algorithm analysis [1].

Time complexity studies the time needed by an algorithm to solve the problem as a function of the size of its input [9]. To estimate the time complexity of an algorithm (a metaheuristic approach in our case), the input size must be identified and the basic operations of the algorithm must be counted. This generally results in a reasonable estimate of the efficiency...
of an algorithm and helps in comparing different algorithms with respect to their computational cost. On the other hand, estimation of the actual execution time of an algorithm depends on the hardware being used, the quality of the algorithm implementation and how the program is translated into machine language [1].

This paper provides a guide on:

1. how to determine the time complexity of a meta-heuristic,
2. how to empirically determine the computational cost of a metaheuristic implementation,
3. how to compare the efficiency of different metaheuristics, and
4. how to report the above results.

Three well-known metaheuristics are used as representative examples and test cases. Mathematical analysis of the time complexity of metaheuristics is discussed in Section 2. Next, an empirical analysis of the computational cost of the implementation of the algorithms is presented in Section 3. Section 4. concludes the paper.

2 Mathematical Time Complexity Analysis

Time complexity, also called time efficiency, is used to quantify how fast an algorithm runs [6]. According to [6], the steps needed to analyze the time complexity of an algorithm are:

1. decide on the parameter(s) that indicate(s) the size of the input(s);
2. identify the basic operation of the algorithm (typically found in the inner-most loop). The basic operation is the operation contributing the most to the total running time (typically comparison or arithmetic [8]);
3. check whether the number of times that the basic operation of the algorithm is executed depends only on the size of the input; and
4. set up the sum expressing the number of times that the basic operation of the algorithm is executed.

The above steps are applied to the differential evolution (DE) [10] algorithm (listed in Algorithm 1). DE is a powerful optimization algorithm that belongs to the class of evolutionary algorithms. The algorithm operates by maintaining a population of candidate solutions and iteratively improving them via a process of mutation, crossover and greedy selection. DE employs differential operators to create trial solutions by combining information from different solutions within the population. The simplicity of DE, coupled with its ability to handle both continuous and discrete optimization problems, makes it a popular choice in various domains, including engineering, finance, and machine learning [3]. The steps of computing the time complexity of DE are as follows:

Step 1: There are three main inputs to DE, i.e.
1. $G$, the number of generations,
2. $N$, the population size, and
3. $D$, the problem dimensionality.

Thus, these are the sizes of inputs of the algorithm. In Step 2, the basic operation needs to be identified. There are two possible candidates:

1. The comparison, i.e. $\text{rand} < \text{CR} \mid i = i_{\text{rand}}$ (or the $\text{rand}$ operation since it may be more computationally expensive than the comparison operation); or
2. function evaluation.

The first one requires $D$ iterations. The other candidate, i.e. function evaluation, is more difficult to estimate since it depends on the problem (sometimes it needs $D$ iterations, sometimes more). To make the analysis simpler, assume that the function evaluation step also requires $D$ iterations.

Regarding Step 3, the number of basic operations are the same for all inputs of the same size; therefore, in terms of this metric, there is no need to distinguish between the worst, average, and best cases here.

Finally, in Step 4, the time complexity is estimated by setting up a summation:

$$
\sum_{k=1}^{G} \sum_{i=1}^{N} \sum_{j=1}^{D} 1 = G \cdot N \cdot D
$$

Hence, the time complexity of DE is $\Theta(G \cdot N \cdot D)$. The population initialization step requires $\Theta(N \cdot D)$ and thus can be ignored as stated by the following Theorem:

Theorem. If $t_1(n) \in \Theta(g_1(n))$ and $t_2(n) \in \Theta(g_2(n))$, then $t_1(n) + t_2(n) \in \Theta(\max(g_1(n), g_2(n)))$.

For a proof of the above Theorem, please refer to [6] (p. 56).

Let $n$ be the maximum of $G, N$ and $D$, then $G \cdot N \cdot D \leq n^3$. In that case, the time complexity of DE is cubic, i.e. $\mathcal{O}(n^3)$. Even though this is less precise than $\Theta(G \cdot N \cdot D)$, it gives an upper bound estimation on the time efficiency of DE, which can be very useful when comparing it with other metaheuristics.

The second example is the harmony search (HS) algorithm [5] (listed in Algorithm 2). HS draws inspiration from the musical improvisation process. It mimics the process of musicians searching for harmonious melodies. In HS, a population of candidate solutions evolves over iterations to improve the harmony or balance between decision variables, ultimately converging towards an “optimal” solution. The search process is guided by three main operators: harmony memory
considering rate, pitch adjusting rate and bandwidth. Harmony search has demonstrated efficacy in solving various optimization problems [4]. Application of the above steps to HS yields the following:

1. The sizes of the inputs are the same as those of DE, i.e., \( G, N \) and \( D \).
2. The basic operation is the replacement step where \( v \) replaces a member of \( X \).
3. The time complexity depends only on the inputs, i.e., the values of the solutions in \( X \).
4. The sum series is
   \[
   \sum_{k=1}^{G} \sum_{i=1}^{N} \sum_{j=1}^{D} 1 = G \cdot N \cdot D
   \]

In the worst case, the replacement step requires \( N \) comparisons (when \( v \) is worse than all the solutions in \( X \) except the last one). Once a worse solution is found, \( v \) replaces the worse solution, which requires replacing the \( D \) components of the worse solution with the \( D \) components of \( v \). Thus, the time complexity of HS is also \( \Theta(G \cdot N \cdot D) \). However, if we assume that \( n = \max\{G, N, D\} \), then the time complexity is of \( \mathcal{O}(n^3) \), as for DE.

The third metaheuristic is the firefly algorithm (FA) [13], which is a nature-inspired optimization algorithm that takes inspiration from the flashing behavior of fireflies in their mating process. It mimics the interactions between fireflies. Each firefly in the algorithm represents a candidate solution, and the attractiveness between fireflies is determined by their fitness values. The algorithm leverages the movement of fireflies towards brighter, more attractive ones to guide the search for “optimal” solutions in the solution space. The time complexity computation steps are applied to FA, giving the following:

1. The sizes of the inputs are the same as those of DE, i.e., \( G, N \) and \( D \).
2. The basic operation is the square root operation used in the calculation of the Euclidean distance.
3. The time complexity depends only on the sizes of the inputs.
4. The sum series is
   \[
   \sum_{k=1}^{G} \sum_{i=1}^{N} \sum_{j=1}^{D} 1 = G \cdot N \cdot N \cdot D
   \]

Thus, the time complexity of the firefly algorithm is \( \Theta(G \cdot N^2 \cdot D) \). Let \( n = \max\{G, N, D\} \), then the time complexity is in \( \mathcal{O}(n^3) \), which is significantly less efficient than DE and HS.

Table 1 summarizes the time complexity of the three algorithms. Although the \( \big-O \) (third column) is less accurate than the \( \big-\Theta \) (second column), it gives a clearer picture of the difference in efficiency between the three algorithms.

Sometimes, the metaheuristic is more complicated like when the population size is not constant and it changes during a run. In that case, the calculation of the summation (i.e. Step 4) is more difficult. One popular way to dynamically change the population size is the one used in the popular DE variant, called L-SHADE [12], where the population size decreases linearly according to the following equation:

\[
N_{t+1} = \text{round}((N^{\text{final}} - N^{\text{init}})/nfe_{\text{max}}) \cdot nfe + N^{\text{init}}
\]

where \( N_{t+1} \) is the population size in the next generation, \( N^{\text{init}} \) the initial population size, \( N^{\text{final}} \) is the final population size, \( nfe \) is the current number of function evaluations and \( nfe_{\text{max}} \) is the maximum number of function evaluations.

To make the calculations simpler, let \( N \) decrease from \( G \) to 1 (or due to the commutative law of addition from 1 to \( N \)) [8] (p. 16) as shown below, the summation is

\[
\sum_{k=1}^{G} \sum_{i=1}^{k} \sum_{j=1}^{D} 1 = \sum_{k=1}^{G} \sum_{i=1}^{k} D = \sum_{k=1}^{G} D \cdot k
\]

\[
D \cdot \sum_{k=1}^{G} k = D \cdot \frac{(G \cdot (G + 1))}{2}
\]

Thus, using the above simplification, the time complexity is still cubic, i.e., \( \mathcal{O}(n^3) \).

For non-population-based metaheuristics (e.g., simulated annealing [11]), the time complexity is typically in \( \mathcal{O}(n^2) \), i.e. quadratic.

### 3 Empirical Analysis of Metaheuristics

This section empirically analyzes the time efficiency of the three metaheuristics. All the experiments were conducted on an HP Desktop with a 3.6 GHz Intel Core i7, 32 GB RAM, running Matlab R2017b on MS Windows 10 Pro \(^1\). Given the fact that the time of a system is generally not accurate, i.e. you may get different running time on repeated runs of the same program using the same input, each experiment is repeated four times and the average running time is reported.

Given that the focus of this paper is in studying the time complexity of a metaheuristic rather than the problem it solves, we decided to use the sphere function defined as

\[^1\text{Code is available at https://www.mathworks.com/matlabcentral/fileexchange/156194-time-complexity-of-population-based-metaheuristics}\]

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Big-(\Theta)</th>
<th>Big-(\mathcal{O})</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE</td>
<td>(G \cdot N \cdot D)</td>
<td>(n^4)</td>
</tr>
<tr>
<td>HS</td>
<td>(G \cdot N \cdot D)</td>
<td>(n^3)</td>
</tr>
<tr>
<td>FA</td>
<td>(G \cdot N^2 \cdot D)</td>
<td>(n^4)</td>
</tr>
</tbody>
</table>

Table 1: The time complexity of DE, HS and FA.
Algorithm 1: Differential Evolution.

**Input:** Population size $N$, maximum number of generations $G$, problem dimension $D$, mutation factor $F$, crossover probability $CR$, objective function $f$

**Output:** Best solution $x_{\text{best}}$ and its objective function value

$X \leftarrow \text{InitializePopulation}(N)$;

$x_{\text{best}} \leftarrow$ the best individual in $X$;

for $k \leftarrow 1$ to $G$

for $i \leftarrow 1$ to $N$

for $j \leftarrow 1$ to $D$

if $\text{rand} < CR$ then

$v_j \leftarrow x_{i,j} + F(x_{i,j} - x_{r,j})$;

else

$v_j \leftarrow x_{i,j}$

if $f(v) < f(x_i)$ then

$x_i \leftarrow v$;

end if

end for

end if

end if

end for

end for

return $x_{\text{best}}$ and $f(x_{\text{best}})$;

Algorithm 2: Harmony Search.

**Input:** Population size $N$, maximum number of generations $G$, problem dimension $D$, Harmony Memory Considering Rate $HMCR$, Pitch Adjusting Rate $PAR$, objective function $f$

**Output:** Best solution $x_{\text{best}}$ and its objective function value

$X \leftarrow \text{InitializePopulation}(N)$;

$x_{\text{best}} \leftarrow$ the best individual in $X$;

for $k \leftarrow 1$ to $G$

for $j \leftarrow 1$ to $D$

if $\text{rand} < HMCR$ then

Let $x_{r,j}$ be the $j$-th dimension of a randomly chosen member from the harmony memory $X$ and $r \in \{1, 2, \ldots, N\}$;

$v \leftarrow x_{r,j}$;

if $\text{rand} < PAR$ then

Adjust the value of $v_j$ by adding/subtracting a certain amount;

else

Generate a new solution, $v$, randomly;

Accept $v$ if it is better than a member of $X$;

end if

end if

end for

end for

return $x_{\text{best}}$ and $f(x_{\text{best}})$;

Algorithm 3: Firefly Algorithm.

**Input:** Population size $N$, maximum number of generations $G$, problem dimension $D$, objective function $f$

**Output:** Best solution $x_{\text{best}}$ and its objective function value

$X \leftarrow \text{InitializePopulation}(N)$;

$x_{\text{best}} \leftarrow$ the best individual in $X$;

Calculate light intensities by $I_i = f(x_i)$;

for $k \leftarrow 1$ to $G$

for $i \leftarrow 1$ to $N$

for $l \leftarrow 1$ to $N$

if $I_l > I_i$ then

Move firefly $i$ toward $l$ in $D$ dimension via Levy flights;

Vary attractiveness with the Euclidean distance between firefly $i$ and $l$;

Evaluate new solutions;

Rank the solutions and update $x_{\text{best}}$ (if needed);

end if

end for

end for

return $x_{\text{best}}$ and $f(x_{\text{best}})$;

Table 2: The execution time (in seconds) of DE, HS and FA for different values of $n$. The “na” means not available given that it takes a very long time to run (it should be close to 331,466 seconds, which is 16 times 20716.5979).

<table>
<thead>
<tr>
<th>$n$</th>
<th>DE</th>
<th>HS</th>
<th>FA</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.6395</td>
<td>2.7132</td>
<td>89.2039</td>
</tr>
<tr>
<td>200</td>
<td>12.1905</td>
<td>17.5208</td>
<td>1343.9512</td>
</tr>
<tr>
<td>400</td>
<td>90.9248</td>
<td>120.7102</td>
<td>20716.5979</td>
</tr>
<tr>
<td>800</td>
<td>720.1308</td>
<td>912.3457</td>
<td>na</td>
</tr>
</tbody>
</table>

$f(x) = \sum_{j=1}^{D} x_j^2$

as the objective function that the metaheuristic algorithms should solve. Using another function should not change our conclusions.

First, the findings of the previous section are further investigated. Herein, $n = G = N = D$, which is not a common setting. However, this allows the confirmation of the big-$O$ time complexities computed in Section 2. Different values of $n$ are investigated to study the impact of doubling the size of the input on the performance of a metaheuristic. Table 2 shows the results.

The ratios $t(2n)/t(n)$ can be computed to see how the running time reacts to the doubling of its input size. Table 3 shows that the ratio $t(2n)/t(n)$ for DE and HS approaches 8, which confirms their cubic time complexity, while $t(2n)/t(n)$ of FA also confirms its $O(n^3)$ time complexity.

Fig. 3 presents the scatter plot of the execution time of the different metaheuristics. The scatter plots help
in ascertaining the probable efficiency class of an algorithm. The plots show that both DE and HA seem to belong to the same efficiency class, i.e. cubic, while FA belongs to a different class, i.e. $O(n^4)$.

Next, the performance of the three metaheuristics on typical values of $G$, $N$ and $D$ is evaluated. For fair comparison, the $nfe_{\text{max}}$ is fixed to 100000 function evaluations and $D \in \{100, 200, 400, 800\}$. For DE $G = 1000$, $N = 100$; for HS, $G = 100000$ and $N = 25$; and for FA, $G = 4000$ and $N = 25$.

The running time of the different metaheuristics is reported in Table 4. Table 5 shows that the ratio $t(2n)/t(n)$ for the three algorithms approaches 2. Thus, the three algorithms exhibit linear behavior with increase in $D$. Fig. 2 confirms this observation.

After studying the individual time efficiency of each algorithm, the way different metaheuristics are compared is explained. The speedup metric used is defined as $\text{speedup} = \frac{t(A)}{t(B)}$, where $A$ is the algorithm we are interested in (typically a newly-proposed metaheuristic) and $B$ a competitive algorithm. If the speedup is greater than 1, then $A$ runs faster, otherwise $B$ is at least as fast as $A$.

For example, let $A$ be the HS (since it is faster than FA and slower than DE). Table 6 summarizes the results, it shows that HS is slower than DE by a factor of 1.43, i.e. 43% slower. On the other hand, HS is faster than FA by a factor of 9.65. Now, one may ask why DE is faster than HS even though both are of the same efficiency class? The answer is because of the constant factor ignored when using the big-$O$/big-$\Theta$ notation.

An alternative way to empirically analyze the time efficiency of a metaheuristic is by determining its algorithmic overhead. The algorithmic overhead is computed as the total running time of the metaheuristic minus the time required to perform $nfe_{\text{max}}$ function evaluations. This helps in separating the cost of the objective function calculation from that of the algorithm. Thus, the procedure of computing the algorithmic overhead is:

1. calculate the time required to perform $nfe_{\text{max}}$ function evaluations (in our case the function is the sphere function), denoted as $T$,
2. calculate the running time of a metaheuristic using $nfe_{\text{max}}$ function evaluations, referred to as $T_m$, where $m$ is the metaheuristic name, and then
3. compute $T_m - T$, which is the algorithm overhead.

To obtain more reliable estimations, $T$ and $T_m$ are averaged over several runs (4 runs in our case).

Table 7 summarizes the results of using the above procedure for DE, HS and FA on the sphere function. It can be seen that $T$ is very small compared to $T_m$; hence, our conclusions do not change from the method.
that does not exclude the cost of computing the objective function. The algorithmic overhead is visualized in Fig. 3.

Figure 3: Average algorithmic overhead (in seconds) for DE, HS and FA, on increasing values of $D$.

### 4 Conclusions

The mathematical and empirical analysis of the time complexity of three metaheuristic algorithms are outlined and explained. To demonstrate the application of the introduced procedures for analyzing the time efficiency of algorithms, we applied them to three well-known metaheuristics, i.e. differential evolution, harmony search and the firefly algorithm. The main strength of the mathematical analysis is its independence of specific inputs. Its main limitation is its applicability and difficulty of estimating the average case. The main advantage of the empirical analysis is its applicability to any algorithm. However, empirical analysis depends on the implementation, hardware and the specific inputs used [6].

This paper shows the steps needed to compute the time complexity of a metaheuristic. It explains how to empirically determine the time efficiency of a metaheuristic and how to compare the computational cost of different metaheuristic algorithms. Moreover, metaheuristics with a time complexity more than $O(n^4)$, as in the firefly algorithm, are not appropriate for solving relatively high-dimensional problems. Finally, it is useful to analyze the computational cost of a metaheuristic both mathematically and empirically as demonstrated in the case of DE and HS, where even though both have the same time complexity, the running time of DE is clearly less than that of HS. This shows that although time complexity “captures the high-level performance of an algorithm, but constants matter too!” [7].
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