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Abstract
This paper considers the problem of distributed formation scaling of Multi-Agent
Systems (MASs) under a switching-directed graph where the scaling of formation
is determined by one leader agent. A directed-sensing graph where neighboring
agents exchange their relative displacement and a directed-communication graph
where neighboring agents exchange the information about formation scaling factor
and velocity factors are used in this paper. One leader agent which decides the
formation scaling factor as well as the velocity of the group is chosen among
agents. It is shown that under a switching-directed graph, the group of agents
achieves the desired formation pattern with the desired scaling factor as well as
the desired group’s velocity if the union of the sensing and communication graphs
contains a directed spanning tree.
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1 Introduction

Study on cooperative control of MASs has received a
lot of attention from the research community in the last
decade due to MAS potential applications in satellite
[6], [18], [9], spacecraft [21], [17], unmanned aerial ve-
hicle (UAV) [22], [1], [14], and many more. One of the
well-known problems in the MAS is formation control
and it has been studied by many, see [7], [16], [13], [8],
[20], [2], [5], to mention a few. The basic method in
formation control is to add a bias in the consensus al-
gorithm, and this bias contains the formation pattern.

When using the standard formulation of the relative
displacement-based formation control problem (see for
example [16]), it is assumed that the entire agent knows
the desired formation parameters (formation pattern
and size). Additionally, the produced formation pat-
tern is static and we can only modify the formation
parameters (i.e. size and pattern of formation) by key-
ing in different desired formation parameters to each
agent. If the formation size needs to be changed dur-
ing the operation, it will lead to an inefficient operation
if the standard formulation of displacement-based for-
mation control is used because the entire agent must
be recalled to the central station so that the new for-
mation parameters can be keyed into all of the agents.

A recent study by Djamari in [5] discusses formation
control with size scaling. That is, the size of the for-
mation can be adjusted during the operation of MAS.
The method in [5] is based on self-loop Laplacian and

Figure 1: Drone formation change their size to achieve
different resolution.

distributed observer where the size of the formation de-
pends on the initial states and graph topology. Forma-
tion with size scaling capability does make sense when
the group of agents must change their formation size
due to changes in mission objectives or environmental
changes. An example of the application of formation
control with size scaling is satellite-based measurement
calibration using a multi-drone system.

A satellite, for example, can be used to measure the
ground temperature, and this measurement has a cer-
tain resolution. The calibration can be done by using
a thermal camera mounted on a drone (UAV), and the
drone is programmed to fly below the satellite dur-
ing the measurement calibration. The use of a single
drone for satellite-based measurement calibration can
be found in the work of [12]. However, when using a
single drone, the calibration can only cover a small por-
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tion of the area since the coverage area of the thermal
camera is limited. A multi-drone system can be de-
ployed to calibrate the whole satellite’s measurement
area coverage. Moreover, the resolution of the drone’s
measurement can be adjusted by changing the drone’s
formation size as shown in Figure 1. The left picture in
Figure 1 shows a coarse resolution measurement while
the right picture in Figure 1 shows a finer resolution
measurement. Note that the formation shape/pattern
of the group does not change (it remains a rectangular
formation).

The early works of formation control with size scal-
ing can be found in [3], [2], and [19]. The work of
[3] considered the distributed formation scaling prob-
lem of double integrator agents under an undirected-
unweighted and fixed sensing graph, while the commu-
nication graph uses a directed and fixed graph. The
work of [3] used the incidence matrix entries in the dis-
tributed control algorithm. Thus, the algorithm can
only be applied if the sensing graph is undirected-
unweighted. Furthermore, the state chosen in the
work is the relative displacement between neighbor-
ing agents. This makes the algorithm not suitable for
switching graph analysis. The work of [3] was extended
by [19] by exchanging more variables to adjust the
rotational angle of the formation and its translation.
Although the flexibility of the formation is improved,
and also connectivity maintenance was also discussed
in the work, the work of [19] was still using undirected-
unweighted and fixed graphs for all communication and
sensing graphs.

In the work of [2], the desired scaling factor is known
only by the leader agents, and it is estimated by the
follower. The estimation algorithm is based on the ra-
tio between the true and the desired relative displace-
ments of neighboring agents. The work of [2] uses the
small-gain theorem to show that the distributed scal-
able formation is achievable. While the algorithm does
not use the communication network to distribute the
desired scaling factor, the desired scalable formation is
only achievable under certain graph conditions. And
thus, the connectivity of the sensing graph alone is not
sufficient in achieving the desired scalable formation.

The proposed algorithms in [2], [3], [19], and [5] work
only for fixed graph settings. Recent work by [4] pro-
poses scalable formation under switching graph topol-
ogy, and the algorithm is based on the internal model
principle. However, the internal model principle al-
gorithm is prone to system’s instability due to model
mismatch. In this work, we propose a distributed scal-
able formation algorithm for double integrator agents,
and we consider switching directed graph topology (for
both sensing and communication graphs). The contri-
butions of this work are the following:

• Extension of the works [3] and [2] to switching
directed graph topology.

• Producing a result (see Theorem 2) which shows
that certain dynamics with switching state matrix

can be converted into consensus dynamics with
switching graph topology. These results also show
that the algorithm in the previous work [4] can
achieve formation under directed switching graph
topology.

The notation used in this paper is standard. Non-
negative and positive integer sets are indicated by Z+

0

and Z+ respectively. Let m, ℓ ∈ Z+ with m > ℓ. Then
Zm := {1, 2, · · · ,m} and Zmℓ := {ℓ, ℓ + 1, · · · ,m}.
While R,R+,Rn,Rn×m refer respectively to the sets
of real numbers, the sets of positive real numbers, n-
dimensional real vectors and n by m real matrices. In
is the n×n identity matrix with 1n being the n-column
vector of all ones (subscript omitted when the dimen-
sion is clear). The transpose of matrix M and vector
v are indicated by M ′ and v′ respectively. Additional
notations are introduced when required in the text.

2 Preliminaries

2.1 Graph Notations

A directed graph G is defined by a pair of finite set
of nodes (V = {v1, ..., vN}) and a set of edges (E ⊆
V × V ), thus G = (V,E). An edge is represented by
an ordered pair of nodes, i.e. eq = (vi, vj) ∈ E. This
way, node vi is called the parent node, while node vj is
called the child node. This also means that information
is flowing from node vi to node vj (or vi is a neighbor

to vj). Let Ĝ be the subgraph of G, then Ĝ can be

defined as the following: Ĝ = (V̂ , Ê) where V̂ ⊆ V
and Ê ⊆ E.

A path from node vi to node vj is an ordered edge in
the form (vip , vip+1

) where p = 1, ..., q − 1. A directed
spanning tree is a directed graph where there is one
node called the root which has no parent node, and
there is a directed path from the root node to every
other node. A directed graph G is said to contain a di-
rected spanning tree if graph G has a directed spanning
tree as its subgraph.

The adjacency matrix, A = [aij ] ∈ RNxN is asso-
ciated with the graph G, where if (vj , vi) ∈ E then
aij > 0 and aij = 0 otherwise. Note that aij is
the weight of the edge (vj , vi) ∈ E. By default,
aii = 0 unless stated otherwise in this paper. The
case where aii > 0 is when the graph has a self-loop.
The Laplacian matrix, L = [lij ] ∈ RNxN is defined as
lii =

∑
j ̸=i aij and lij = −aij ; i ̸= j.

Following are standard results on spectral proper-
ties of the Laplacian matrix and consensus analysis of
single integrator model MAS that we will use in this
paper:

Lemma 1. [[15], Lemma 3.3] Let L be the Laplacian
matrix associated with directed graph G. Zero is an
eigenvalue of L with 1N = [1, ..., 1]T ∈ RN as the cor-
responding right eigenvector, and all of the nonzero
eigenvalues of L have positive real parts. Furthermore,
zero is a simple eigenvalue of L if and only if G contains
a directed spanning tree.
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Lemma 2. [[10], Theorem 3.12] Let L be the Laplacian
matrix associated with directed graph G. Let yTL = 0,
Lq = 0 and qT y = 1. The system ṗ(t) = −Lp(t) has
trajectories that satisfy: limt→∞ p(t) = (yT p(t0))q for
any p(t0) if and only if the directed graph G contains
directed spanning tree.

Remark 1. By default, t0 = 0 in this paper, unless
stated otherwise.

2.2 Problem Statement

We consider N double integrator agents’ model with
the position of agent i denoted as xi ∈ R and its ve-
locity denoted as vi ∈ R as the following:

ẋi = vi
v̇i = ui

i = 1, ..., N (1)

where ui ∈ R is the control signal of agent i. Let
xxxd = [xd1, ..., x

d
N ]T ∈ RN be the vector of the desired

formation pattern which is known by all of the agents,
λ∗ ∈ R be the desired scaling factor of the formation
and γ∗ ∈ R be the desired velocity of the group. Both
λ∗ and γ∗ are constants and known only by the leader
agent, where we assume that there is one leader agent
in the group. The following are the objectives defined
in this paper:

lim
t→∞

vi(t) = γ∗ (2)

lim
t→∞

(xi(t)− xj(t)) = λ∗
(
xdi − xdj

)
(3)

We can see that xi(t) that satisfies limt→∞ xi(t) = c+
x∗i = c + λ∗xdi + γ∗t ∀i also satisfies the objective
(3). This means that the scaled formation pattern of
the group is preserved in spite of the constant bias
c. The constant bias c is determined by the initial
value of agents’ positions and velocities which will be
shown later. The formation tracking lies in objective
(2), where all agents are required to track the same
velocity.

Our method is to exchange the variable λ and γ be-
tween neighboring agents aside from exchanging the
position states. The interaction to exchange the po-
sition states is labeled as the sensing graph while the
interaction to exchange the variables λ and γ is labeled
as the communication graph.

3 Formation and Velocity Scaling under
Fixed Sensing and Communication
Topologies

In this section, we assume that the sensing and com-
munication graphs are both fixed. We also assume that
each agent is able to measure its own velocity and it can
measure its relative displacement with its neighbors.
We propose the following distributed control law:

ui(t) = −
∑
j∈Ni

aij [(xi(t)− xj(t))− λi(t)(x
d
i − xdj )]

− k(vi(t)− γi(t)) (4)

λ̇i(t) = −
∑
j∈N̄i

αij(λi(t)− λj(t)) (5)

γ̇i(t) = −
∑
j∈N̄i

αij(γi(t)− γj(t)) (6)

where Ni and N̄i denote the neighborhood of agent i
in the sensing graph G and communication graph F
respectively, aij is the entry of the ith row and jth

column of the adjacency matrix associated with the
sensing graph G, αij is the entry of the ith row and jth

column of the adjacency matrix associated with the
communication graph F , k > 0 is a tuned-scalar pa-
rameter. Meanwhile, λi ∈ R and γi ∈ R are numbers
stored in agent i, for all i ∈ ZN , which correspond to
the formation scaling factor and velocity factor, and
they are updated using (5) and (6). Note that both G
and F are directed graphs.

Without loss of generality, agent N is chosen as the
leader agent that knows and determine the formation
scaling and velocity factors. Therefore, in (5) and (6),
we set αNj = 0; ∀j. It also follows that λN (t) = λ∗

and γN (t) = γ∗ for all t ≥ 0.
Let xxx = [x1, · · · , xN ]T , vvv = [v1, · · · , vN ]T , λλλ =

[λ1, · · · , λN ]T , and γγγ = [γ1, · · · , γN ]T . The agents’ dy-
namics can be written in matrix form as the following:

ẋxx(t)
v̇vv(t)

λ̇λλ(t)
γ̇γγ(t)

 =


0 I 0 0
−L −kI Γ kI
0 0 −H 0
0 0 0 −H



xxx(t)
vvv(t)
λλλ(t)
γγγ(t)

 (7)

where 0 and I are matrix of all zeros and iden-
tity matrix with appropriate dimension, respectively.
L ∈ RNxN and H ∈ RNxN are the correspond-
ing Laplacian matrices associated with sensing graph
G and communication graph F , respectively. Γ =
diag{

∑N
j=1 l1jx

d
j , . . . ,

∑N
j=1 lNjx

d
j} ∈ RNxN , where lij

is the entry of ith row and jth column of L, i =
1, . . . , N .
Define position error and its derivative:

x̃xx(t) = xxx(t)− xxx∗ = xxx(t)− (λλλ∗xxxd + γγγ∗1N t)
˙̃xxx(t) = ẋxx(t)− γγγ∗1N = vvv(t)− γγγ∗1N

(8)

Define velocity error and its derivative:

ṽvv(t) = vvv(t)− γγγ∗1N = ˙̃xxx(t)
˙̃vvv(t) = v̇vv(t)

(9)

Define formation scaling error and its derivative:

λ̃λλ(t) = λλλ(t)− λλλ∗1N
˙̃
λλλ(t) = λ̇λλ(t)

(10)

Define velocity factor error and its derivative:

γ̃γγ(t) = γγγ(t)− γγγ∗1N
˙̃γγγ(t) = γ̇γγ(t)

(11)
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By noting that Lxxxd = Γ1N and L1N = H1N = 0N ,
the error dynamics can be written as the following:

˙̃xxx(t)
˙̃vvv(t)
˙̃
λλλ(t)
˙̃γγγ(t)

 =


0 I 0 0
−L −kI Γ kI
0 0 −H 0
0 0 0 −H



x̃xx(t)
ṽvv(t)

λ̃λλ(t)
γ̃γγ(t)

 (12)

From (12), it can be seen that the error dynamics of
the formation scaling and velocity factors are indepen-
dent from the error dynamics of the velocity and posi-
tion. We can therefore analyze the convergence of the
error dynamics of the formation scaling and velocity
factors separately from the position and velocity errors
dynamics.

3.1 Convergence of Error Dynamics λ̃ and γ̃

Based on (12), the dynamics of λ̃ and γ̃ are

˙̃
λλλ(t) = −Hλ̃λλ(t),

and
˙̃γγγ(t) = −Hγ̃γγ(t).

The following Theorem provides the condition for
the convergence of states λ̃ and γ̃.

Lemma 3. Suppose the graph F contains directed
spanning tree, the states λ̃ and γ̃ converge to zero ex-
ponentially ∀λ̃i(0), γ̃i(0) ∈ R; i = 1, . . . , N − 1.

Proof. Note that λ̃N (t) = γ̃N (t) = 0 for all t ≥ 0
since λN (t) = λ∗ and γN (t) = γ∗ for all t ≥ 0. Since
the graph F contains directed spanning tree, referring
to the work of [11], the dynamics of λ̃ and γ̃ reach
consensus exponentially. Moreover, the speed of con-
vergence is determined by the first nonzero eigenvalue
of H. On the other hand, due to λ̃N (t) = γ̃N (t) = 0
for all t ≥ 0, then all states of λ̃ and γ̃ approach zero
exponentially.

3.2 Convergence of Error Dynamics x̃ and ṽ

Based on Lemma 3, assuming that the graph F con-
tains directed spanning tree, the states λ̃λλ and γ̃γγ con-
verge to zero exponentially, and the dynamics of (12)
can be reduced to:[

˙̃xxx(t)
˙̃vvv(t)

]
=

[
0 I
−L −kI

] [
x̃xx(t)
ṽvv(t)

]
=

[
Ω
] [x̃xx(t)
ṽvv(t)

]
; t > t0

(13)
To analyze the convergence of x̃xx and ṽvv, we will start
with the following Lemma:

Lemma 4. Let βi ∈ spec(Ω), µi ∈ spec(−L), G be
the graph associated with L and spec(·) is the set of
the eigenvalue of (·). Ω has at least one zero eigenvalue
with the corresponding eigenvector of [1TN , 0

T
N ]T . Let k

be chosen such that

k > max
i,µi ̸=0

√
(Im (µi))

2

|Re (µi)|
.

Then, the zero eigenvalue of Ω is simple if and only
if graph G contains directed spanning tree, and the
nonzero eigenvalues of Ω have negative real parts.

Proof. The eigenvalues of Ω are the solution to the fol-
lowing:

|βI2N − Ω| =
∣∣∣∣βI −I
L (β + k)I

∣∣∣∣ = 0

where I2N ∈ R2Nx2N is the identity matrix, |(·)| de-
notes the determinant of (·). It is a well-known fact
that:∣∣∣∣A B

C D

∣∣∣∣ = |A||D − CA−1B| = |AD −ACA−1B|

The eigenvalue problem of Ω can therefore be written
as:

|(β(β + k))I− βIL
1

β
I(−I)| = |(β(β + k))I+ L| = 0

Since µi ∈ spec(−L), it implies that βi(βi+ k) = µi or

βi± =
1

2

(
−k ±

√
k2 + 4µi

)
. (14)

From the spectral properties of Laplacian matrix, we
note that −L has at least one zero eigenvalue and
its nonzero eigenvalues lie in the open left half plane.
Next, we will discuss the value of βi for several cases
of µi.
Case when µi = 0Case when µi = 0Case when µi = 0
Inserting µi = 0 into (14) we obtain

βi± =
1

2

(
−k ±

√
k2 + 4 · 0

)
=

1

2
(−k ± k)

βi± = 0,−k.

Therefore, µi = 0 corresponds to one βi = 0 and one
βi = −k.
Case when µi < 0, µi ∈ RCase when µi < 0, µi ∈ RCase when µi < 0, µi ∈ R
Inserting µi into (14) we obtain

βi± =
1

2

(
−k ±

√
k2 + 4µi

)
Since µi < 0, the following is always true

k > Re
(√

k2 + 4µi

)
.

Thus, Re (βi) < 0 holds for all µi ̸= 0. We can also
conclude that when µi ∈ R, k > 0 is sufficient to make
nonzero eigenvalues of Ω to be on the left-half plane.
Case when µi ∈ C, Re (µi) < 0Case when µi ∈ C, Re (µi) < 0Case when µi ∈ C, Re (µi) < 0
Let µi = Re (µi) + Im (µi) j, we then write (14) as
follows:

βi± =
1

2

(
−k ±

√
k2 + 4 (Re (µi) + Im (µi))

)
=

1

2

(
−k ±

√
(k2 + 4Re (µi)) + 4Im (µi) j

)

DRAFT



to analyze the square root of the complex part above,
we write:√

(k2 + 4Re (µi)) + 4Im (µi) j = ci + dij

where ci and di are the real part and imaginary part of√
(k2 + 4Re (µi)) + 4Im (µi) j, respectively. We want

to show that for some choice of k, k > ci for all µi
which would results in Re (βi) < 0 for all µi ̸= 0. Then,
we perform the following analysis:(√

(k2 + 4Re (µi)) + 4Im (µi) j
)2

= (ci + dij)
2(

k2 + 4Re (µi)
)
+ 4Im (µi) j = c2i + 2cidij − d2i

Equating the real and imaginary terms we obtain:

k2 + 4Re (µi) = c2i − d2i (15a)

4Im (µi) = 2cidi (15b)

From (15b), di =
2Im(µi)
ci

. Substitute di into (15a) we
obtain:

k2 + 4Re (µi)− c2i +

(
2Im (µi)

ci

)2

= 0

Then, multiply both sides with c2i and rearranging we
get

c4i − c2i
(
k2 + 4Re (µi)

)
− 4 (Im (µi))

2
= 0

where c2i is obtained from

c2i,± =

(
k2 + 4Re (µi)

)
±

√
(k2 + 4Re (µi))

2 + 16 (Im (µi))
2

2

Since we need k > ci and we only concern with the
positive and real values of ci, we force the following
relation:

k > ci

k2 > c2i

k2 >

(
k2 + 4Re (µi)

)
±

√
(k2 + 4Re (µi))

2 + 16 (Im (µi))
2

2

rearranging we obtain:

k2 − 4Re (µi) > ±
√

(k2 + 4Re (µi))
2
+ 16 (Im (µi))

2

then, squaring both sides we get:(
k2 − 4Re (µi)

)2
>

(
k2 + 4Re (µi)

)2
+ 16 (Im (µi))

2

−16k2Re (µi) > 16 (Im (µi))
2

By noting that Re (µi) < 0 for µi ̸= 0, we have

16k2 |Re (µi)| > 16 (Im (µi))
2

k >

√
(Im (µi))

2

|Re (µi)|

Finally, to guarantee k > ci for all i, we write

k > max
i,µi ̸=0

√
(Im (µi))

2

|Re (µi)|
.

Next, we discuss the possibility of algebraic and geo-
metric multiplicity of µi. Suppose that µi ∈ spec(−L)
has algebraic multiplicity of r with geometric multiplic-
ity of one. We then have −Lv1 = µiv1; . . . ;−Lvr =
µivr. Therefore for the first eigenvector of Ω we have:

Ω

[
wa1
wb1

]
=

[
0 I
−L −kI

] [
wa1
wb1

]
= βi

[
wa1
wb1

]
From the first row we have wb1 = βiw

a
1 while from the

second row we have −Lwa1 − kwb1 = βiw
b
1. By subsi-

tuting the first row to the second row and analogously
apply it for the rest of the eigenvectors we can have the
following:

Ω

[
v1

βiv1

]
= βi

[
v1

βiv1

]
; . . . ;Ω

[
vr
βivr

]
= βi

[
vr
βivr

]
This part shows that for µi ∈ spec(−L) with alge-
braic multiplicity of r, each βi ∈ spec(Ω) that satisfy
βi(βi+k) = µi also has algebraic multiplicity of r. This
part also shows that when βi = 0, the corresponding
eigenvector is [1TN , 0

T
N ]T by noting that v = 1N where

−Lv = 0.
Suppose that µi ∈ spec(−L) has geometric multiplic-

ity of r̄. We then have (µiI +L)v1 = 0; (µiI +L)v2 =
v1; . . . ; (µiI+L)vr̄ = vr̄−1. By some algebraic manip-
ulation we can have for Ω as the following:

(βiI2N − Ω)

[
v1

βiv1

]
= 0;

(βiI2N − Ω)

[
θv2

βiθv2 − v1

]
=

[
v1

βiv1

]
; . . . ;

(βiI2N − Ω)

[
θr̄−1vr̄

βiθ
r̄−1vr̄ − θr̄−2vr̄−1

]
=

[
θr̄−2vr̄−1

βiθ
r̄−2vr̄−1 − θr̄−3vr̄−2

]
where θ = 2βi + k. This part shows that for µi ∈
spec(−L) with geometric multiplicity of r̄, each βi ∈
spec(Ω) that satisfy βi(βi+ k) = µi also has geometric
multiplicity of r̄.
Suppose the graph G does not contain directed span-
ning tree, then µi = 0 is not simple and it implies that
βi = 0 is also not simple with similar algebraic and ge-
ometric multiplicity as have been shown in the above
analyses. This completes the proof.

The following Theorem provides the necessary and
sufficient condition for the convergence of states x̃xx and
ṽvv.

Theorem 1. Suppose graph F contains directed span-
ning tree and (13) governs the dynamics of x̃xx and ṽvv.
The states x̃xx and ṽvv converge asymptotically to c1N
and 0N respectively ∀x̃xx(t0), ṽvv(t0) ∈ RN if and only if
the sensing graph G contains directed spanning tree.
Where c is a constant that depends on x̃xx(t0) and ṽvv(t0).
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Proof. (⇒) Let the system of interest be ṗ(t) = Ωp(t),
t > t0. Suppose that the graph G contains directed
spanning tree, then from Lemma 4, Ω has an isolated
zero eigenvalue. Also, the nonzero eigenvalues of Ω lie
in the open left half plane. This means that the spec-
trum of Ω is similar to the spectrum of a Laplacian ma-
trix where its associated graph contains directed span-
ning tree. With this spectrum of Ω, we can use the
result from Lemma 2: the trajectories of the system
satisfy limt→∞ p(t) = (yT p(t0))q for any p(t0), where
Ωq = 0, yTΩ = 0 and yT q = 1. From Lemma 4 we
know that q = [1TN , 0

T
N ]T , while yT is the following:

Let [wT1 , w
T
2 ]
T ∈ null(ΩT ), then −LTw2 = 0 and

w1 − kw2 = 0. This implies that if w ∈ null(−LT ),
then [kwT , wT ]T ∈ null(ΩT ). Thus, yT = [kwT , wT ].

By replacing p by [x̃xxT , ṽvvT ]T , we obtain the following:

lim
t→∞

[
x̃xx(t)
ṽvv(t)

]
=

([
kwT wT

] [x̃xx(t0)
ṽvv(t0)

])[
1N
0N

]
=

[
c1N
0N

]
∀x̃xx(t0), ṽvv(t0) ∈ RN

where c = k(wT x̃xx(t0)) + wT ṽvv(t0).
(⇐) Suppose that the graph G does not contain di-

rected spanning tree, then according to Lemma 4, the
zero eigenvalue of Ω is not simple and it implies that
there are more than one generalized eigenvectors cor-
respond to the zero eigenvalue of Ω that will appear in
the solution of the trajectories. Therefore, the states x̃xx
and ṽvv will not converge asymptotically to c1N and 0N ,
respectively, ∀x̃xx(t0), ṽvv(t0) ∈ RN .

Remark 2. From Theorem 1 we conclude that
limt→∞ ṽvv(t) = 0N and it implies that limt→∞ vi(t) =
γ∗. We also have that limt→∞ x̃xx(t) = c1N = x̃xxf and it
implies that limt→∞ xxx(t) = x̃xxf + (λ∗xxxd + γ∗1N t) and
thus limt→∞ xi(t) = c+(λ∗xdi + γ∗t). These concludes
that algorithms (4)-(6) solve the objectives (2)-(3)
under fixed-directed sensing and communication
graphs assuming the graphs contain directed spanning
tree.

4 Formation Scaling under Switching
Sensing and Communication Graphs

In this section, we consider that both sensing and com-
munication graphs are switching due to unreliable com-
munication channel and/or change in the environment.
This means that aij and αij in (4)-(6) are now func-
tions of time, i.e. aij(t) and αij(t). We then write (12)
as follows:


˙̃xxx(t)
˙̃vvv(t)
˙̃
λλλ(t)
˙̃γγγ(t)

 =


0 I 0 0

−Lσ(t) −kI Γσ(t) kI
0 0 −Hψ(t) 0
0 0 0 −Hψ(t)



x̃xx(t)
ṽvv(t)

λ̃λλ(t)
γ̃γγ(t)

 (16)

where σ and ψ are switching signals for sensing graph
G and communication graph F respectively, i.e. σ :
[0,∞) → Z and ψ : [0,∞) → Z̄ where Z and Z̄ are
both finite index sets. Based on this settings, Lσ(ti) de-
notes matrix L at time ti. For simplicity, we will write

Gti ∈ Ḡ as the graph G at time ti and its associated
Laplacian matrix is Lti , where Ḡ denotes the set of all
possible sensing graph. Henceforth, Fti ∈ F̄ and Hti

are defined analogously.
The following Theorem provides sufficient condition

for the states λ̃λλ and γ̃γγ to converge to zeros under switch-
ing communication graph.

Lemma 5. Let λN (t0) = λ∗ and γN (t0) = γ∗.
If the union of the communication graphs
{Ft1 , Ft2 , ..., Ftm} ⊂ F̄ contain directed spanning
tree, then λi → λN and γi → γN exponentially for all
i ∈ ZN .

Proof. From (16), the dynamics of λ̃λλ and γ̃γγ are:

˙̃
λλλ(t) = −Hψ(t)λ̃λλ(t),

˙̃γγγ(t) = −Hψ(t)γ̃γγ(t).

Referring to the work of [11], if the union of the com-
munication graph contains directed spanning tree, then
λ̃ and γ̃ reach consensus exponentially.
By noting that λ̃λλ and γ̃γγ have the same dynamics,

we will first discuss λ̃λλ, and then the same conclusion
can be applied to γ̃γγ. Since the union of the sensing
graph contains directed spanning tree, from the work
of [11], we know that λ̃λλ reach consensus exponentially.
Moreover, since λN (t) = λ∗ and γN (t) = γ∗ for all
t ≥ 0 which implies λ̃N (t) = 0 and γ̃N (t) = 0 for all
t ≥ 0, it can be concluded that λ̃i → 0 and γ̃i → 0
exponentially for all i ∈ ZN which implies λi → λN
and γi → γN exponentially for all i ∈ ZN .

Based on Lemma 5, assuming that
⋃i=m
i=1 Fti contain

directed spanning tree and the states λ̃λλ and γ̃γγ have
already converged to zeros exponentially, then (16) can
be reduced to:[

˙̃xxx(t)
˙̃vvv(t)

]
=

[
0 I

−Lt −kI

] [
x̃xx(t)
ṽvv(t)

]
(17)

=
[
Ωt

] [x̃xx(t)
ṽvv(t)

]
; t > t0

The following Theorem provides the sufficient con-
dition for the convergence of x̃ and ṽ:

Theorem 2. Consider the dynamics (17). If the union
of the sensing graphs {Gt1 , Gt2 , ..., Gtm} ⊂ Ḡ contain
directed spanning tree, then limt→∞ x̃xx(t) = c1N and
limt→∞ ṽvv(t) = 0N , ∀t > t0.

Proof. For simplicity, let ppp = [x̃xx, ṽvv]T , so (17) can be
written as ṗpp(t) = Ωtppp(t). From Lemma 4, we know
that the spectral properties of Ω is related to −L. That
is, zero is an eigenvalue of Ω and the nonzero eigenval-
ues of Ω lies on the open left-half plane, and the zero
eigenvalue of Ω is isolated when the graph G contains
directed spanning tree. We will show that by some
transformation matrix, Ω can be transformed into a
matrix with similar structure to −L (nonpositive diag-
onals, nonnegative off-diagonals, and zero row-sum).
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Consider the transformation coordinate p̂pp = Tppp
with:

T =

[
I I
I 0

]
, T−1 =

[
0 I
I −I

]
Thus, ˙̂ppp(t) = TΩtT

−1p̂pp(t) = Ω̂tp̂pp(t), where:

Ω̂t =

[
−(k − 1)I (k − 1)I− Lt

I −I

]
.

By choosing k appropriately, i.e. it satisfies

k ≥ maxi{liit}+ 1, ∀t

where liit is the diagonal entry of Lt, −Ω̂t has a sim-
ilar structure to a Laplacian matrix. Furthermore,
since the coordinate transformation does not change
the eigenvalues of, Lemma 4 is applicable to Ω̂t.
From Theorem 2, we expect that limt→∞ x̃xx(t) = c1N

and limt→∞ ṽvv(t) = 0N . In this case, we expect that
limt→∞ ppp(t) = [c1TN , 0

T
N ]. It implies that:

lim
t→∞

p̂pp(t) = lim
t→∞

Tppp(t) = T lim
t→∞

ppp(t)

=

[
I I
I 0

] [
c1N
0N

]
=

[
c1N
c1N

]
From the above result, we can see that

limt→∞ x̃xx(t) = c1N and limt→∞ ṽvv(t) = 0N if and

only if the system ˙̂ppp(t) = Ω̂tp̂pp(t) reaches consensus.
Moreover, since −Ω̂t has a similar structure to a
Laplacian matrix, the problem ˙̂ppp(t) = Ω̂tp̂pp(t) is a
regular consensus problem under switching graph
where we can use the results of [15].
Matrix Ω̂t can be decomposed into: Ω̂t = −(Dt−At),

where:

Dt =
[
(k − 1)I 0

0 I

]
;At =

[
0 (k − 1)I− Lt
I 0

]
Let St be the graph associated with Ω̂t, and At is the
adjacency matrix extracted from St, and its entry is
nonnegative with the proper choice of δ. The idea is
to show that St contains directed spanning tree if and
only if Gt contains directed spanning tree.

Since the coordinate transformation does not change
the eigenvalues, then spec(Ωt) = spec(Ω̂t). From
Lemma 4, when Gt contains directed spanning tree,
then 0 is an isolated eigenvalue of Ωt and the nonzero
eigenvalues of Ωt lies on the open left-half plane. Since
spec(Ωt) = spec(Ω̂t), then it implies that 0 is an iso-
lated eigenvalue of Ω̂t and the nonzero eigenvalues of
Ω̂t lies on the open left-half plane. Due to Lemma 1,
this implies that St contains directed spanning tree.
So, these show that Gt contains directed spanning tree
implies that contains directed spanning tree. The re-
verse is also true since Lemma 4 and Lemma 1 show the
necessary and sufficient conditions of spectral proper-
ties of Ωt and the Laplacian matrix. These show that
St contains directed spanning tree if and only if Gt
contains directed spanning tree.
Since St contains directed spanning tree if and only

if Gt contains directed spanning tree, then we can

also conclude that: if the union of the sensing graphs⋃i=m
i=1 Gti contain directed spanning tree, then the

union of St,
⋃i=m
i=1 Sti also contains directed spanning

tree.
Based on the above reasoning, we can apply the re-

sult from [15] to the system ˙̂ppp(t) = Ω̂tp̂pp(t). That is,

when
⋃i=m
i=1 Gti contain directed spanning tree, then

p̂ reaches consensus which implies that limt→∞ x̃xx(t) =
c1N and limt→∞ ṽvv(t) = 0N .

Since limt→∞ x̃xx(t) = c1N and limt→∞ ṽvv(t) = 0N ,
we can use the same reasoning from Remark 2 where
we conclude that the objectives (2) and (3) are solved
under switching graph topology.

5 Numerical Examples

In this section, simulation example of two dimensional
problem of three agents to produce formation with ad-
justable scaling factor and adjustable group’s veloc-
ity under fixed directed graph and switching-directed
graph will be presented. The MATLAB code for the
simulation can be accessed in the following url: github
formation tracking.

5.1 Fixed Graph

We consider 5 agents which will be tasked to form
a pentagon. The communication graph and sensing
graph are shown in Figure 2. The sensing graph has no
leader while the communication graph denotes agent 5
as the leader. In the fixed graph case, all nonzero ad-
jacency entries are set to one.

Figure 2: Sensing graph and communication graph:
fixed graph case.

The simulation is done in two dimensional problem,
where xi = [x1i , x

2
i ]
T ∈ R2. The desired formation

pattern for each agent is the following:

xdi = 5

[
cos ((0.1 + (i− 1)0.4)π)
sin ((0.1 + (i− 1)0.4)π)

]
, i = 1, 2, 3, 4, 5.

which will form a pentagon. Initially, agents will form
the formation with scaling factor equals one with de-
sired group velocity equals zero. Then, agents will be
tasked to move in the x1 axis and change the forma-
tion scaling factor to 0.25, then after some time agents
will move in the x2 axis and increase their formation
scaling factor from 0.25 to 0.5.
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The initial conditions of agent 5 to achieve these

taks are as follow: λ5(t
1
0) =

[
1
1

]
, λ5(t

2
0) =

[
0.25
0.25

]
,

λ5(t
3
0) =

[
0.5
0.5

]
, γ5(t

1
0) =

[
0
0

]
, γ5(t

2
0) =

[
0.75
0

]
, and

γ5(t
3
0) =

[
0

0.75

]
. Meanwhile, the initial conditions

for the remaining states are random number. Agents’
movement in 2 dimensional plane are shown in Figure
3. Meanwhile, the evolution of agents’ velocities are
depicted in Figures 4 and 5. In Figure 3, ◦ shows the
initial positions, ∗ shows the formation with scaling
factor of 1, □ shows the formation with scaling factor
of 0.25, and △ shows the formation with scaling factor
of 0.5.

Figure 3: Agent’s movement in 2 dimensional plane:
fixed graph case.

Figure 4: Agent’s velocities in x1 axis.

Figure 5: Agent’s velocities in x2 axis.

5.2 Switching Graph

The sensing graph and communication graph used in
the simulation are shown in Figures 6 and 7. In the
switching case, we vary the adjacency weight as shown
in the figures. Note that eachG1 andG2 also F1 and F2

does not contain a spanning tree, but their union con-
tains a spanning tree. The sensing graph G and com-
munication graph F are assumed to be switching from
G1 to G2, F1 to F2, and vice versa respectively. Each of
the Gi, Fi; i = 1, 2 is set to be active for 1.25 seconds
before it switches. Following are the desired forma-
tion pattern: x1d = [1 2 3]T , x2d = [1

√
3 1]T .

Where each x1d and x2d refers to the desired formation
pattern in each axis. The first objective is to achieve a
formation pattern with a scaling factor of 1 and desired
velocity of 0; while the second objective is to achieve
a formation pattern with a scaling factor of 0.25 and
desired velocity of v1∗ = 0.05 and v2∗ = 0.025.

Figure 6: Sensing graphs: switching graph case.

Figure 7: Communication graphs: switching graph
case.
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Figure 8: Agents’ movement in 2 dimensional plane.

Figure 9: Evolution of Agents’ velocity in x1 axis.

In Figure 8, o shows the initial positions of agents,
* shows the positions representing the first objective
and x shows the positions representing the second ob-
jetive. The solid line represents the trajectories during
the first objective, while the dashed line represents the
trajectories during the second objective. Meanwhile,
the evolution of agents’ velocities are shown in Figure
9 and 10. We can see that there are ripples in the ve-
locity response compared to the fixed graph case. This
happens due to the switching graph setting.

6 Conclusion

In this paper, the problem of scalable distributed for-
mation of double integrator agents where the leader
agent determines the scaling factor of the formation
as well as the velocity of the entire agents has been
presented. It is shown that under switching sensing
and communication graphs, the desired scaled forma-
tion and group’s velocity are achieved if the union of
the sensing and communication graphs contains a span-
ning tree. The results are verified with a simulation ex-
ample of three agents achieving adjustable formation
scaling factor and group’s velocity.
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