THE ANALYSIS OF ROCK SURFACE ASPERITIES
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Abstract: The analysis of rock surface is commonly used in technical practice. The nature discontinuity rocks are often represented by specific degree of roughness. This value has the significant effect on the rock slope stability. It is defined by the asperities and the computation is based on the visual comparison of discontinuity traces or discontinuity surfaces with standard two-dimensional graphs. The visual comparison is a subjective method, so that we propose novel method for roughness-angles analysis. Our method consists of the application of cosine Fourier series. We tested the method on the sample of limestone. The article also describes the method Surface from Focus that reconstruct the 3D surface from a set of partially focused images.
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1 Introduction

Study of surface asperities is important in many branches. Papers [1, 2] deal with roughness of machined metal surfaces for example. The rock joint surface roughness is an important factor that influences the shear strength of rock masses considerably so that it is critical for the mechanical stability of different civil engineering constructions. The shear strength of a discontinuity in a soil or rock mass may have a strong impact on its mechanical behaviour ([3-7] for example). The pressure of gasses and fluids along the discontinuity, infill materials or the shape of discontinuity surfaces determine this shear strength [8-11]. The sliding criterion that is the part of Slope Stability Classification [12] is often used for the properties estimation of the shear strength of discontinuity. The criterion is based on visual and tactile characterization [13, 14].

The physical definition says that the slope is given by a theoretical inclined datum plane which is used to minimize or eliminate local topographic and near-surface effects of a primary plane [15]. The tilt-angle refers to the angle given by the inclined datum plane and horizontal plane or precisely, by the angle of the datum plane normal and the vertical direction (Fig. 1, left). In geotechnical practice, the tilt-angle is measured by a tilt-test [16, 17]. Two pieces of rock containing a discontinuity are held horizontal and the sample is slowly tilted until the top block moves (Fig. 1, left).

Let \( i \) be the roughness angle (see Fig. 1, right), the detailed description is e.g. in [18, 19]. We differentiate two orders of roughness angles: roughness-angles for first-order asperities that are measured on decimetre scale and roughness-angles for second-order asperities that are measured on centimetre scale [18]. The explanation of these two types is in Fig. 1, right.

The roughness evaluation is based on visual comparison of the trace (the length approx. \( 1 \) m) or surface (the area approx. \( 1 \times 1 \) m\(^2\)) with the template graphs (Fig. 2, left). These graphs describe the rock property called waviness.

Figure. 1: The illustration of the inclined datum plane and the tilt-angle (left) and roughness angles for first- and second-order asperities (right).
The small-scale roughness is determined visually as well. The trace (the approx. length 0.2 m) or surface (the approx. area 0.2 × 0.2 m²) of a discontinuity is compared to the template graphs in Fig. 2, right [6]. This rock property is called undulates.

Let $P$ be the primary rock surface given by the sum of three surfaces: the datum plane $D$, the waved surface $W$ and the undulated surface $U$.

$$ P(i, j) = D(i, j) + W(i, j) + U(i, j), $$  

where $P(i, j); D(i, j); W(i, j); U(i, j)$ are the heights of the corresponding surface point $(i, j)$. The situation for one-dimensional case is illustrated in Fig. 3.

In this article, we present the objective method for the datum plane $D$ assignment, measurement of the tilt-angle and the construction of the waved surface $W$ and the undulated surface $U$.

2 Reconstruction and Analysis Methods

This section presents reconstruction method Shape from Focus (sec. 2.1) that is based on the statistical method. This method computes a 3D shape of the arbitrary surface from set of images with different focusing. The following sections 2.2 and 2.3 present the analysis method using wave analysis. This evaluation offers sophisticated method to surface asperities determination.

$P = D + W + U$ (primary rock surface)

$D + W$

$D$ (inclined datum plane)

$W + U$ (horizontal surface)

$W$ (waved surface)

$U$ (undulated surface)

Figure 3: Primary rock surface $P$ is composed of the datum plane $D$, the waved surface $W$ and the undulated surface $U$ (one-dimensional illustration)
2.1 Method Shape from Focus

Proposed method Shape from Focus (SfF) recovers the 3D profile of the arbitrary surface from the set of partially focused images. The process starts with image registration based on cross correlation [20] where we detect the transformations (translation, rotation, scaling) between images.

The phase correlation became a powerful tool for registration of particular focused images. Let \( f_1; f_2 \) are real functions, then the phase correlation \( P_{f_1;f_2}(x;y) \) it is defined as

\[
P_{f_1;f_2}(x;y) = F^{-1}\left\{ \frac{F_1(\xi;\eta) \cdot F_2(\xi;\eta)}{|F_1(\xi;\eta)| \cdot |F_2(\xi;\eta)|} \right\}
\]  

(2)

where \( F_1; F_2 \) are the discrete Fourier transforms of \( f_1; f_2 \) (images to be registered), expression \( \bar{F}_2(\xi;\eta) \) is the complex conjugate of \( F_2 \). The phase correlation of the real functions \( f_1; f_2 \) is the real function [21]. This property enables us to search for extremes of the phase-correlation function.

Two-dimensional \( \delta \)-distribution \( \delta(x; y) \) is a limit of a sequence of functions \( \delta_n(x; y); n \in \mathbb{N} \) such that

\[
\lim_{n \to \infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_n(x; y) \, dx \, dy = 1; \quad \lim_{n \to \infty} \left. \frac{\delta_n(x_0; y_0)}{\delta_n(x; y)} \right|_{(x; y)=(0;0)} = 0; \quad (x_0; y_0) \in \mathbb{R}^2 - \{(0; 0)\}
\]  

(3)

If two functions are shifted in arguments, i.e. \( f_2(x; y) = f_1(x - x_0; y - y_0) \), their Fourier transforms are shifted in phase and their phase-correlation function is the \( \delta \)-distribution shifted in arguments by the opposite shift vector. This is the main idea of phase correlation.

The phase-correlation function can be also used for estimation of image rotation and rescale. If functions \( f_1; f_2 \) are rotated, shifted and scaled in arguments, i.e.

\[
f_2(x; y) = f_1(\alpha(x \cos \theta - y \sin \theta) - x_0; \alpha(x \sin \theta + y \cos \theta) - y_0)
\]  

(4)

their Fourier spectra and amplitude spectra are related as follows:

\[
F_2(\xi; \eta) = \frac{1}{\alpha^2} \exp\left(-i(\xi x_0 + \eta y_0)\right) \cdot F_1\left(\frac{1}{\alpha}(\xi \cos \theta - \eta \sin \theta); \frac{1}{\alpha}(\xi \sin \theta + \eta \cos \theta)\right) \\
A_2(\xi; \eta) = \frac{1}{\alpha^2} A_1\left(\frac{1}{\alpha}(\xi \cos \theta - \eta \sin \theta); \frac{1}{\alpha}(\xi \sin \theta + \eta \cos \theta)\right)
\]  

(5)

The shift results in a phase shift, the spectra are rotated in the same way as the original functions and scaled with a reciprocal factor. A crucial step here is amplitude spectra transformation into the logarithmic-polar coordinate system

\[
\exp \rho = \sqrt{x^2 + y^2}; \quad x = \exp \rho \cos \varphi; \quad y = \exp \rho \sin \varphi
\]  

(6)

to obtain \( A_{1p}^2; A_{2p}^2; \mathbb{R}_a^2 \times (0; 2\pi) \to \mathbb{R}_a^2 \) such that \( A_{2p}^2(\rho; \varphi) = A_{1p}^2(\rho - \ln \alpha; \varphi + \theta) \).

Both rotation and scale change were transformed to a shift. The unknown angle \( \theta \) and unknown factor \( \alpha \) can be estimated by means of the phase correlation applied on the amplitude spectra \( A_{1p}^2; A_{2p}^2 \) in the logarithmic-polar coordinate system. After rotating function \( f_2 \) back by the estimated angle \( \theta \) and scaling by factor \( \alpha \), the shift vector \((x_0; y_0)\) is detected and corrected.

Further, we use cosine Fourier transform for focused areas detection. So, the idea is to perform an even periodic extension of the pixel neighbourhood. This transform does not suffer by edge jump. The expression

\[
(k)F_{i;j} = \sum_{m=-H}^{H-1} \sum_{n=-H}^{H-1} \left[ A(i + m; j + n) \right] \sin^2 \left( \frac{\pi \sqrt{m^2 + n^2}}{H} \right)
\]  

(7)

provides the best results \((k)C(i;j)\) is the value of the amplitude spectrum of the cosine Fourier transform in pixel \([i;j]\) of the \(k\)-th image) [22]. Focused 2D image is the composition of the particular pixels with maxima of the focusing criterion.

Afterward, we reconstruct 3D model of the sample. We suppose that all point in the same optical cut have the same height and we compute the stair approximation of the object. We also add a low-pass filter method to refine the results, but low-pass filters do not differentiate whether the high-frequency information is a useful signal or the noise. As the consequence, some details are missing, or unfocused parts appear in the final image [23].

Let \( \{(k)F_{i;j}\}; k = 1; 2; \ldots; n \) be a series of random variables, where \( F \) evaluate the “height” of pixel \([i;j]\). For each pixel \([i;j]\), we can construct theoretically infinitely many probability distribution functions \( p_{ij}^{(r)} \) using different exponents \( r \) applied to series members \((k)F_{i;j}\)
Expected values $p_{ij}^{(r)}$ of random variables $p_{ij}^{(r)}(k)$ given by these probability functions estimate the height $h_{ij}^{(r)}$ of surface in its pixel $[i; j]$:

$$h_{ij}^{(r)} = E(p_{ij}^{(r)}) = \sum_{k=1}^{n} k \cdot p_{ij}^{(r)}(k) = \sum_{k=1}^{n} k \cdot \frac{(k)_{ij}^{(r)}}{\sum_{a=1}^{(r)}(a)_{ij}}$$

(9)

See [21] for more information about SfF method. The other possible reconstruction methods are presented e.g. in [24, 25, 28].

We tested SfF method on the sample of hydrated cement paste. The tested data were acquired by confocal microscope Olympus OLS 3100. First 3D relief $f_1$ was computed by Olympus factory software from confocal scanning data (400 cuts). Second relief $f_2$ was constructed by method SfF presented in Sec. 2.1. from non-confocal data (40 images). Due to the porous property of the material, there was the obvious noise in the data, so that this noise was decreased by usage of Lindeberg-Levi Central Limit theorem [25].

We made a comparison of reconstructed surfaces $f_1$ and $f_2$. The average difference is

$$AD(f_1; f_2) = 8.2432 \mu m$$

(10)

It means that average absolute error is $\pm 4.1216 \mu m$ per pixel and average relative error is 0.4% per pixel because the average height was $f_1 \approx f_2 \approx 1031 \mu m$. Our method SfF gives very good results in comparison with implemented software algorithms (note that it works with confocal data).

### 2.2 The Computation of the Datum Plane and the Tilt-Angle

The computation of the datum plane is based on the least squares method. The equation of the plane is given by:

$$z(x; y) = ax + by + c.$$  

(11)

We minimize the function through the measured points $[x_{ij}; y_{ij}; z_{ij}]$:

$$H(a; b; c) = \sum_{i=0}^{W-1} \sum_{j=0}^{H-1} (z_{ij} - ax_{ij} - by_{ij} - c)^2$$

(12)

where $[x_{ij}; y_{ij}; z_{ij}]$ are points in the image and $W \times H$ is the resolution of the sample. Using the coefficients $a$, $b$, $c$, the tilt angle $\alpha$ can be expressed by:

$$\alpha = \arccos \frac{n \cdot v}{\|n\|} = \arccos \frac{1}{\sqrt{a^2 + b^2 + 1}}$$

(13)

The negative gradient of the datum plane:

$$-\text{grad } z(x; y) = -\left(\frac{\partial z}{\partial x}; \frac{\partial z}{\partial y}\right) = -(a; b)$$

(14)

represents the steepest descent of the plane.

### 2.3 Wave Analysis

The evaluation based on the visual comparison of the trace or the surface with the template graphs (Fig. 2) is very subjective and unjustifiable reductive. We propose the method based on cosine Fourier series [25] that can increase the exactness and objectivity of the evaluation. Let

$$p(x, y) = \sum_{k=0}^{K-1} \sum_{n=0}^{N-1} a_{kn} \cdot \cos \frac{k\pi x}{W} \cdot \cos \frac{n\pi y}{H}$$

(15)

be a Fourier cosine series where

$$a_{kn} = \begin{cases} A_{kn} & \text{if } k \cdot n = 0 \land k + n = 0 \\ 2A_{kn} & \text{if } k \cdot n = 0 \land k + n \neq 0 \\ 4A_{kn} & \text{if } k \cdot n \neq 0 \land k + n \neq 0 \\ \end{cases}$$

$$A_{kn} = \frac{1}{W \cdot H} \int_{\Omega} f(x; y) \cos \frac{k\pi x}{W} \cos \frac{n\pi y}{H} \, dx \, dy ; \quad \Omega = (0; W) \times (0; H)$$
3 Results and Discussion

This part shows the application of the proposed 3D reconstruction method SfF and following analysis on real sample of limestone. The sample size is $1 \times 1 \, m$, the photos were made in locality Brno-Hády, Czech Republic. We use the series of the same rock surface images with different focusing for a non-destructive evaluation. Each point of the surface should be focused at least at one image (in the ideal case). The Fig. 4 shows two partly focused images of the limestone surface where the different sharp parts are clearly recognizable. The photos were acquired by photographic camera Canon EOS 600D, the objective EF 100 mm f/2.8 Macro USM. It was mounted on a tough stand which enables movement in the horizontal direction. The recording device requirement is low depth of focus (DOF).

The images are proceeded by SfF method described in sec. 2.1. The focused parts (in altitude pseudo colours) of ten partly focused image are in Fig. 5 (left). The composed fully focused image with true colours is in Fig. 5 (right).

Figure 4: Two partial focused images of the same part of limestone surface. Real size of original data is $1 \times 1 \, m$ (locality Brno-Hády, Czech Republic, photos were acquired by Tomas Ficker).

Figure 5: The sharp parts of the series of ten partly focused image (optical cuts) identified by Shape from Focus method using altitude pseudo colours (left) and fully focused image composed from multifocal images with true colours (right).
Figure 6: On the left: the stair-approximation of the 3D object: all points belonging to the same optical cut have the same height – the height of the corresponding zone of sharpness. On the right: 3D reconstruction using calculation of expected values of focusing criteria based on Fourier transform (altitude pseudo colors).

Figure 7. The datum plane (on the left); waved surface (on the right) of the sample from Fig. 6.

Afterward, we reconstruct 3D model of the sample. The corresponding stair approximation of the object is in Fig. 6, (left). The reconstructed surface using the expected values computed by Eq. (9) is in Fig. 6 (right).

Also, we found the equation of the datum plane $D$ (see Fig. 7, left)

$$D(x; y) = 0.0644x + 0.2282y + 12.8623$$

(16)

The tilt-angle of this plane is $13^\circ 21'$ and direction of the greatest slope line is $\text{grad } D = (0.0644; 0.2282)$. These values were computed using the methods described in Sec. 2.2.

The definition of the surface waviness is the other problem. As is shown in Fig. 1, the large roughness graphs presume that there is one “indicative” and “predominate” wave in the analysed profile. However, this assumption is not fulfilled in real samples data. The shortest wavelength in Fig. 1 (left) is approximately $0.45 \, \text{m}$. Therefore, we propose to replace these “indicative” graphs with cosine Fourier series presented in Sec. 2.3. We use the sum of five members of the expression:

$$p(x, y) = \sum_{k=0}^{K-1} \sum_{n=0}^{N-1} a_{kn} \cdot \cos \frac{k\pi x}{W} \cdot \cos \frac{n\pi y}{H}$$

(17)
where wavelength of the fifth member is 0.4 m. Large scale roughness graphs can be replaced by a waved surface – partial sum for $K = N = 6$ members. The discrete wavelengths amplitudes of the measured sample are summarized in Table 1 (in centimetres).

Table 1: Wavelengths of individual addends in Eq. (17) and their amplitudes

<table>
<thead>
<tr>
<th>Sum</th>
<th>Wavelength</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>200.0</td>
<td>0.45450</td>
<td>0.03279</td>
<td>0.81198</td>
<td>0.27976</td>
<td>0.42463</td>
<td>0.08407</td>
</tr>
<tr>
<td>1</td>
<td>200.0</td>
<td>0.00093</td>
<td>0.54961</td>
<td>0.37120</td>
<td>0.45120</td>
<td>0.30554</td>
<td>0.00245</td>
</tr>
<tr>
<td>2</td>
<td>100.0</td>
<td>0.53344</td>
<td>0.51518</td>
<td>0.11513</td>
<td>0.26050</td>
<td>0.10920</td>
<td>0.07675</td>
</tr>
<tr>
<td>3</td>
<td>66.67</td>
<td>0.05779</td>
<td>0.13916</td>
<td>0.38641</td>
<td>0.15127</td>
<td>0.17609</td>
<td>0.12241</td>
</tr>
<tr>
<td>4</td>
<td>50.0</td>
<td>0.10719</td>
<td>0.17163</td>
<td>0.25111</td>
<td>0.27879</td>
<td>0.15115</td>
<td>0.10054</td>
</tr>
<tr>
<td>5</td>
<td>40.0</td>
<td>0.10397</td>
<td>0.09174</td>
<td>0.04907</td>
<td>0.02994</td>
<td>0.03103</td>
<td>0.03403</td>
</tr>
</tbody>
</table>

The roughness-angles for first-order asperities and second-order asperities were measured in the direction of the greatest slope line according to Eq. (14). For this measurement, horizontal surface $W + U$ was used (see Fig. 3). In this surface, peaks with horizontal distance 0.1 m in the direction of the negative datum plane steepest descent were selected in case of the first-order asperity. The peaks with distance 0.01 m (defined in the same way) in case of the second-order asperity. In Table 2, distribution of roughness-angles for first-order asperities are summarized. The tabular value corresponds to the sum of column and row degree value.

Table 2: The distribution of roughness-angles for first-order asperities. Bold value 462 means that sample peaks have the roughness-angle equal to 54°.

<table>
<thead>
<tr>
<th>Sum</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>512</td>
<td>3923</td>
<td>7684</td>
<td>10906</td>
<td>12251</td>
<td>12155</td>
<td>11589</td>
<td>11418</td>
<td>10148</td>
<td>9113</td>
</tr>
<tr>
<td>10</td>
<td>8224</td>
<td>7432</td>
<td>6872</td>
<td>6494</td>
<td>6275</td>
<td>6204</td>
<td>5913</td>
<td>6398</td>
<td>6372</td>
<td>6128</td>
</tr>
<tr>
<td>20</td>
<td>5888</td>
<td>4960</td>
<td>4212</td>
<td>3944</td>
<td>3461</td>
<td>3411</td>
<td>2996</td>
<td>2644</td>
<td>2521</td>
<td>2421</td>
</tr>
<tr>
<td>30</td>
<td>2100</td>
<td>1741</td>
<td>1650</td>
<td>1612</td>
<td>1329</td>
<td>1211</td>
<td>1188</td>
<td>1186</td>
<td>1178</td>
<td>1014</td>
</tr>
<tr>
<td>40</td>
<td>986</td>
<td>878</td>
<td>805</td>
<td>826</td>
<td>927</td>
<td>910</td>
<td>807</td>
<td>706</td>
<td>686</td>
<td>641</td>
</tr>
<tr>
<td>50</td>
<td>582</td>
<td>521</td>
<td>531</td>
<td>514</td>
<td>462</td>
<td>449</td>
<td>477</td>
<td>451</td>
<td>442</td>
<td>407</td>
</tr>
<tr>
<td>60</td>
<td>367</td>
<td>367</td>
<td>438</td>
<td>495</td>
<td>328</td>
<td>263</td>
<td>202</td>
<td>197</td>
<td>164</td>
<td>155</td>
</tr>
<tr>
<td>70</td>
<td>161</td>
<td>138</td>
<td>119</td>
<td>134</td>
<td>125</td>
<td>104</td>
<td>125</td>
<td>91</td>
<td>55</td>
<td>25</td>
</tr>
<tr>
<td>80</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>15</td>
<td>15</td>
<td>13</td>
<td>21</td>
<td>371</td>
<td>487</td>
</tr>
</tbody>
</table>

4 Conclusion
The article presents two approaches to surface evaluation: 3D reconstruction and the roughness analysis. We describe the method Shape from Focus that can reconstruct the arbitrary surface from partially focused images. The method is based on probability distribution functions and its expected value. We tested the method on the small size model of the fracture of cement concrete because it is possible to compare the computed results with correct confocal measurements. We claimed the average absolute error equal to $\pm 4.1216 \mu m$ per pixel and average relative error 0.4% per pixel.

The second part of the article deals with the computation of the datum plane, tilt angle and it proposes novel method to roughness analysis. It is based on cosine Fourier series and it clearly computes the distribution of roughness-angles for first-order asperities. This is much more sophisticated than only visual comparison of sample and template graphs. This method can be also applied to roughness-angles for second-order asperities.
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